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Abstract
There have been excellent results using knowledge graphs in recommender systems. Knowledge graphs can be used as auxiliary information to alleviate data sparsity and strengthen the modeling of item sets and the representation of user preferences. However, users as the Core subject in the recommendation process, should be taken seriously. We believe that the user’s choice of items will be affected by internal and external factors. Internal factors refer to the users’ fuzzy interest sets, which initially affect the users’ choices. External factors refer to the influence of similar users and similar items in the users’ selection of items. Inspired by the success of contrastive learning in graph collaborative filtering, we propose the Knowledge Augmented User Representation (KAUR) model to explore contrastive learning in collaborative knowledge graphs, learning semantic neighbors (external factors) and extract fuzzy interest sets (internal factors) from collaborative knowledge graphs. Specifically, we use the graph neural network to learn the representation of each node in the collaborative knowledge graph and regard the information of nodes and their propagated neighbors’ information as positive contrastive pairs, and then use contrastive learning to enhance the node representations. To further explore the potential interests of users, we regard users (or items) with other similar users (or items) as semantic neighbors and incorporate them into contrastive learning as positive pairings as well. Then the extracted fuzzy interest sets are merged into the user representations to get better interpretability. We conduct extensive experiments on three standard datasets and the results show that our KAUR model outperforms current state-of-the-art baselines.

1. Introduction

There is a lot of knowledge on today’s Internet. Generally speaking, this knowledge is not isolated but interrelated; the same is true in recommender systems. The traditional collaborative filtering algorithms [14,29,50] are the cornerstone of recommendation system research. However, collaborative filtering algorithms usually face data sparsity and cold start problems. Knowledge graphs (KGs) provide rich item-side information [30,34,35,1], which alleviates the problem of data sparsity in the recommendation process and provides a new idea for the interpretability and accuracy research of recommender systems.

The main research content of the recommender systems based on KGs is how to integrate the heterogeneous information on the item side into embedding users and items. The current KGs-based recommender system research can be roughly divided into three categories: embedding-based methods [1,48,31,17,33,2,16], path-based methods [30,49,47,12,15,10,44,38] and propagation-based methods [34,32,39,35,7,51,28,22]. DKN [31] learns entities contained in news through the knowledge graphs embedding method to capture the connections between different news for click-through rate prediction. RippleNet [30] incorporates an embedding-based approach into recommendation through preference propagation and explores possible paths from user-interacted items to candidate items. KGNN [34] and KGNN-LS [32] sample the neighbor information of each entity in the KGs and aggregate the sampled information onto item entities. Model higher-order information by extending the receptive field to capture the potential
long-range interests of users. MKGAT [26] leverages multi-modal knowledge to provide better recommendation, which utilizes graph attention mechanism for information dissemination on multimodal KGs and uses the resulting aggregated embeddings for the recommendation. FG-RS [8] uses the user-item’s historical interactions to model the user’s interaction preferences and mines the user’s fine-grained preferences from all attributes of the items. KGIN [37] extracts different intents from KGs to represent user preferences, distinguishes paths of node information and encodes the semantic and relational dependencies of paths into representations.

Although the current research has achieved good results, we find that there are still some problems: (1) The user is an important role in the recommendation process and the quality of user modeling will greatly affect the performance of the recommender systems. Although KGs can be viewed as graph structure of attribute knowledge about items, it is more or less important to users. However, KGCN [34] and KGNN-LS [32] fail to adequately model users, downplay the role of users in the recommendation process and ignore explicit collaboration signals and interactions. Therefore, we explore some factors that can enhance user representations from the KGs. (2) In real life, a user’s preference for an item is not only affected by similar items, but also by similar users. However, MKGAT [26] and KGIN [37] learn collaboration signals from graph structures and relational paths, respectively, and fail to consider the effects of similar users fully. Moreover, it is far from enough to learn the influence of the interaction graph between users and the items or the physical structure of the KGs, so we need to learn this potential influence through the semantic structure to improve the user modeling further.

Applying contrastive learning to graph collaborative filtering is also a recent research hotspot. SGL [42] generates multiple views for each node through the random walk, node missing, relationship missing, and maximizes the similarity of different views of the same node and minimizes the consistency of views of different nodes. MCLink [55] considers three different views for KG-aware recommendations to mine comprehensive graph features and structural information in a self-supervised manner. These methods are effective in the recommendation domain. However, the current way of constructing a comparison structure cannot effectively utilize graph nodes’ high-order relationship and ignores collaboration and semantic information.

To solve the above problems, this paper aims to strengthen user modeling and propose a Knowledge Augmented User Representation (KAUR) model. Specifically, it mainly contains two structures: (1) Collaborative knowledge graph message dissemination and aggregation. We perform LightGCN [13] operation on the collaborative knowledge graph (CKG) to obtain the high-order structure and semantic information in the CKG to learn the representation of each node. Of course, this is not enough. Compared with the traditional contrastive learning of different views, we are inspired by NCL [19] and find that the output of the k-th layer of graph neural network (GNN) is the aggregated information of k-hop neighbors containing nodes. Therefore, we regard each node of the CKG and its k-hop neighbor aggregated information as node-level positive alignment, and use contrastive learning to minimize the distance between them and enhance the representation learning of nodes. (2) Fuzzy interest set extraction and user representation enhancement. Unlike KGIN [37], we believe that when users choose items in most cases, their preferences are vague and their preferences will be affected by internal and external factors. The internal factors refer to the user’s own fuzzy interest set, which drives the user to choose different items. The semantics of fuzzy interest sets are opaque. Considering the importance of relation composition, we extract fuzzy interest sets from the relation set of CKGs, and emphasize the maximum difference of each element in the fuzzy interest sets. External factors refer to users being influenced by similar users (or items) when making item selections. To mine the potential influence of similar users (or items), we define them as semantic neighbors. Semantic neighbors refer to semantically similar neighbors that may not be directly connected in the graph structure. Since centroids exist for the set of semantic neighbors of users (or items), we use contrastive learning to obtain correlations between users (or items) and the centroids.

Our contributions to this work can be summarized as follows:

- We apply node-level contrastive learning to collaborative knowledge graphs, minimizing the distance between nodes and high-order neighbor information to enhance node representations.
- We propose a knowledge-augmented user representation model KAUR, which explores user fuzzy interest sets and semantic neighbors from both internal and external aspects.
- We conduct extensive experiments on three public datasets and demonstrate that our model outperforms current state-of-the-art baselines.

The rest of this paper is organized as follows. Section 2 provides a comprehensive overview of related work, including knowledge graph-based recommendation, contrastive learning, and graph collaborative filtering. In Section 3, we introduce the relevant concepts of this work and define our task. In Section 4, we introduce the implementation details of KAUR. In Section 5, we present the experimental results and analyze them in detail. In Section 6, we summarize our work and give directions for future research.

2. Related work

This section discusses existing work on KGs-based recommendation, contrastive learning, and graph collaborative filtering, which are closely related to our work.

2.1. KGs-based recommendation

2.1.1. Embedding-based methods

Most of the early research on KGs-based recommender systems used knowledge graph embedding models (TransE [5], TransR [18], TransH [40]). CKE [48] learns the representation of items by considering the heterogeneity of entities and relationships in the knowledge graph through TransR [18]. KTUP [6] uses TransH [40] to unify the recommendation task and the knowledge graph completion task, where user preferences are induced by user-interaction and KG relations. CFKG [1] combines user behavior, item and knowledge information into a user-item KG and considers user behavior (click, purchase) as a relationship between entities. Huang et al. [17] integrate an RNN-based network with a key-value memory network (KV-MN) and use a knowledge base to enhance the semantic representation of KV-MN to improve the performance of sequential recommendations. MKR [33] utilizes the knowledge graph embedding task to assist the recommendation task, modeling the problem as multi-task learning. And a cross-compression unit is designed to automatically share latent features and learn higher-order interactions. TransMKR [16] introduces multi-task learning into point of interest recommendation, using TransR [18] to improve MKR’s knowledge graph embedding module to quantify the relationship between point of interests and their attributes. KGFlex [2] employs low-dimensional embeddings of knowledge in KGs to represent item features and simulates user-item interactions by combining user-relevant subsets of item features. Embedding-based methods deal with each entity and relation learning individually, focusing on strict semantic rel-
evance, i.e., this method is more suitable for link prediction rather than recommendation tasks.

2.1.2. Path-based methods
Path-based methods explore connection patterns between nodes in a KG and extract paths with higher-order information. Most of these methods utilize multi-hop paths in KGs to improve recommendation performance. These paths can also be used as propagation paths of user preferences to represent user preferences intuitively. FMG [49] and PER [47] treat a KG as a heterogeneous information network, from which meta-path latent features are extracted to represent the connectivity between users and along different types of relational paths. In the field of course recommendation, ACKRec [12] uses graph convolution network to learn entity representations for content information and context information, and uses meta-paths over heterogeneous information network to guide the propagation of student preferences. MCRec [15] and MIERec [10] use interactions between users and items to encode metapaths, where the dataset predefines meta-paths. PGPR [44] uses reinforcement learning to build a path between users and items, and extract recommendation results along a multi-hop path. TMER [9] places the user’s dynamic behavior on the global knowledge graph for order-aware recommendation, and exploits the attention mechanism to explore user-item and item-item meta-paths for interpretable recommendations. KPRN [38] uses entity embedding and relation embedding to build relation paths, and then encodes relation paths with LSTM. However, when the KG is relatively large, it is very troublesome to manually design the meta-path or meta-graph, and the selection of the initial path is very important to the model performance, so these methods are difficult to optimize in practice.

2.1.3. GNN-based methods
In recent years, GNNs have shown great potential in text classification, node prediction and recommender systems. A GNN aims to model nodes and graph structures, a common way is to integrate multi-hop neighbor information into node representations. CKAN [39] adopts a heterogenous propagation strategy to explicitly encode cooperative and knowledge-aware signals, and uses a knowledge aware attention mechanism to distinguish the sharing of neighbors. KGAT [35] integrates user-item interaction graph and knowledge graph and regards them as a collaborative knowledge graph, recursively propagates the embeddings from the entity's neighbors to refine the entity's embedding, and uses an attention mechanism to distinguish the importance of different neighbors. MVIN [27] learns item representations from the user view and entity view, respectively, not only aggregating high-order connection information, but also mixing the information of layer-by-layer GCN. TGCN [7] uses type aware neighbor sampling and aggregation operations to learn type-specific neighborhood representations, and performs vertical and horizontal convolution operations based on GCN networks to model multi-class unique feature interactions. [52] is a dialogue-based recommendation model that uses GNN to learn the word-side KG and item-side KG separately and then bridges the semantic gap between the two KGs based on mutual information maximization. KCAN [28] is a model for refining and refining knowledge graphs, which automatically extracts knowledge graphs into target-specific subgraphs based on a knowledge-aware attention mechanism and then uses conditional attention aggregation on the subgraphs to obtain target-specific node representations. GCNFRRN [49] incorporates residual learning into traditional RNN networks to efficiently encode long-term relational dependencies of KGs and embed users and items into a newly designed 2D interaction graph.

2.2. Contrastive learning-based methods
After contrastive learning became popular in the field of vision, researchers applied the idea of contrastive learning to NLP, graph data mining, and recommendation systems. The contrastive learning aims to minimize the distance between positive samples while maximizing the distance between negative samples. InfoGraph [25] maximizes the mutual information between representations of graphs and substructures at different scales. GRACE [54] generates two views by corruption and learns node representations by maximizing the consistency of node representations in these two views. SGI [42] generates multiple views for each node of the user-item bipartite graph, taking node self-discrimination as a self-supervised task. MCCL [55] constructs a global-level structural view, a local-level structural view and a semantic-level view and performs contrastive learning at the local level and the global level, and explores the semantic relationship between items in the semantic-level view. NCL [19] constructs contrastive alignments from structural neighbors and semantic neighbors, respectively, and improves graph neural collaborative filtering. KGIC [56] first constructs local and nonlocal graphs for user/item. Then an intra-graph level interactive contrastive learning is performed within each local/non-local graph, which contrasts layers of the CF and KG parts, for more consistent information leveraging. KGCL [45] is a KG-guided topological denoising framework. It creates contrast views for the KG and the user-item interaction graph respectively and improves the model robustness with augmented self-supervision signals. C-KGAT [20] performs node embedding drop-out (or edge dropout) on the CKG to generate different views, so as to enhance the downstream contrastive learning. RGCL [23] designs two additional contrastive learning tasks (i.e., Node Discrimination and Edge Discrimination) to provide self-supervised signals for the two components in recommendation process. XSimGCL [46] discards the ineffective graph augmentations and instead employs a simple yet effective noise-based embedding augmentation to create views for contrastive learning. HCCF [43] uses the hypergraph-enhanced cross view contrastive learning architecture to jointly capture local and global collaboration and effectively integrates the hypergraph structure encoding with self-supervised learning to reinforce the representation quality of recommender systems. However, the application of contrastive learning to KGs-based recommendation system is less known. Additionally, in this paper, we assume that users with similar representations are within the semantic neighborhood, and incorporate these semantic neighbors into the prototype-contrastive objectives.

2.3. Graph-based collaborative filtering
Early collaborative filtering models such as matrix factorizations project user and item IDs into embedding vectors and reconstruct historical interactions to learn embedding parameters. GNNs reveal the modeling of graph structure, especially k-hop neighbors, to guide embedding learning. Graph-based collaborative filtering organizes interaction data into a user-item interaction graph and learns meaningful node representations from graph structure information. NNCF [3] utilizes interaction information to obtain interaction-based neighborhoods and integrates the neighborhood information into neural collaborative filtering methods. GC-MC [4] uses an autoencoder to generate latent features for user and item nodes in passing information on a bipartite interaction graph, and reconstructs the latent representations of users and items via a bilinear decoder. SL-News [53] utilizes an attention GNN to embed user interests from a user’s social novel, and optimizes news headlines and contents through an attention mechanism to improve news representations. SpectralCF [51] explores all possi-
ble connectivity information between users and items through spectral convolution operations. NGCF [36] utilizes the user-item graph structure to propagate embeddings, effectively injecting collaboration signals into the embedding process in an explicit manner, and exploiting higher order relations on the graph to improve recommendation performance. LightGCN [13] removes feature transformation and nonlinear activation on the basis of NGCF [36]. It takes the weighted sum of the embeddings learned by all layers as the final embedding, making the whole process concise and efficient. GMCF [24] effectively leverages internal interactions for the user and item feature learning (via graph learning) and cross interactions for the preference matching (via graph matching). Different from these models, we additionally emphasize the modeling of users. On the one hand, we extract fuzzy interest sets from the CKG to model users' preferences; on the other hand, we explore semantic neighbors for users and items to conduct contrastive learning at the node level.

3. Problem formulation

We describe the notations used in this paper in Table 1, then present the related concepts and define the recommendation task.

**Item Knowledge Graph.** The auxiliary information on the item side and the item set together constitute an item knowledge graph \( G = (\langle h, r, t \rangle | h, t \in E, r \in R) \), which describes the real-world items and their compositional relationships. Nodes or entities in the item knowledge graph (IKG) represent items, and edges describe the relations between items. Each edge belongs to a relation type, where \( R \) is a set of relation types. Taking a movie KG as an example, \((ForrestGump, ActedBy, TomHanks)\) illustrates that TomHanks starred in ForrestGump. In this paper, entities and relations in the item knowledge graph (IKG) were obtained directly from the public datasets for experiments.

**Collaborative Knowledge Graph.** A collaborative Knowledge Graph (CKG) encodes a user-item interaction graph and an item knowledge graph (IKG) as a unified knowledge graph. A user-item interaction graph regards user-item interactions as triples, indicating that users interact with items, and vice versa. It is defined formally as \( G_{\text{interaction}} = \langle \{u, y_{ui}, 1|u \in U, i \in I\} \rangle \), where \( U \) and \( I \) are the users and the items set, \( y_{ui} = 1 \) indicates that the user interacts with the item, and \( y_{ui} = 0 \) indicates no interaction. In this paper, the user-item interaction graphs are also constructed from the public datasets for experiments and connected with the item knowledge graph into a CKG \( G_{\text{ckg}} = (\langle h, r, t \rangle | h, t \in E', r \in R') \) where \( E' = E \cup U, R' = R \cup (y_{ui}) \).

**Fuzzy Interest Set.** A fuzzy interest set \( F = \{f_1, f_2, f_n\} \) is shared by all users, and describes the user's attitude towards the items. Different fuzzy interests abstract different behavioral patterns of users. For example, user \( u_1 \) chooses one movie because he is a fan of the protagonist, while user \( u_2 \) chooses another movie because he is attracted by the storyline. For the sake of understanding, we regard the protagonist and storyline as fuzzy interest \( f_1 \) and \( f_2 \). Different fuzzy interests abstract different behavioral patterns of users. That is, \( f_j \) is the main factor that drives \( u_1 \) to choose this movie and \( f_j \) is the main factor that drives \( u_2 \) to choose the other movie. The specific construction steps of a fuzzy interest set are explained in detail in Section 4.2.1.

**Semantic Neighbors.** Semantic neighbors refer to nodes with similar features in the CKG, which correspond to similar users or similar items in real life. In particular, semantic neighbors may not be directly reachable in CKG and we extract the center of the semantic neighbor cluster and regard it as a prototype \( p \) to better capture the semantic features of users or items. We explain semantic neighbors in detail in Section 4.2.2.

**Task Description.** Input a CKG \( G_{\text{ckg}} \), and output the probability prediction function \( y_{ui} \) that the user adopting a certain item.

### 4. Methodology

In this section, we introduce the KAUR in detail. As shown in Fig. 1, the model framework mainly consists of two parts:

1. **Message propagation and aggregation.** Consider each node in the CKG and its k-hop (\( k = 1, \ldots, n \)) neighbor information as positive contrastive pairs. We use contrastive learning to narrow the gap between them and then aggregate the information from the neighbors to update the node representation.

2. **Fuzzy interest extraction and user representation enhancement.** (a) **Internal factors modeling.** Generate fuzzy interest sets from relation sets in CKG, emphasizing the maximization of element differences in sets. (b) **External factors modeling.** The semantic neighbors of each node in the CKG are incorporated into contrastive learning to better capture the semantic features of users.

4.1. **Message propagation and aggregation.**

To obtain the preliminary representation of individual node in the CKG, we use a GNN-based method for message aggregation and propagation. Specifically, similar to the operation of LightGCN [13], we abandon the use of feature variation and nonlinear activation. The graph convolution operations for users, items and entities are defined in Eq. (1), (2), (3) and (4).

\[
e^{(k+1)}_{u} = \sum_{i \in N_u} \frac{1}{\sqrt{|N_u| \sqrt{|N_i|}}} e^{k}_{u} \\
e^{(k+1)}_{t} = \sum_{u \in N_t} \frac{1}{\sqrt{|N_u| \sqrt{|N_t|}}} e^{k}_{u} \\
e^{(k+1)}_{h} = \sum_{h \in N_h} \frac{1}{\sqrt{|N_h| \sqrt{|N_t|}}} e^{k}_{h} \\
e^{(k+1)}_{l} = \sum_{l \in N_t} \frac{1}{\sqrt{|N_l| \sqrt{|N_t|}}} e^{k}_{l}
\]

where \( e^{k}_{u} (x = i, u, h, t) \) represents the embedding of user, item, head entity and tail entity after \( k = 1, 2, \ldots, n \) layers of propagation. \( N_u (x = i, u, h, t) \) represents the neighbor node connected to \( x \), and \( e^{k}_{u} \) are symmetric normalization coefficients.
which avoid the complex calculation when the embedding scale is too large. Using Eq. (4) as an example, $N_t$ represents the neighbor node set (head entity set) connected by the tail entity $e_t$, and $N_h$ represents the neighbor node set (tail entity set) connected by the head entity $e_h$.

To further enrich the node representation in the CKG, we perform contrastive learning on each node and its neighbors. The representation of neighbor information is obtained through the above graph convolution operation. The $k$-th layer output in GCN is the weighted sum of the node's $k$ hop neighbor information. That is to say that the output of the $k$-th layer is aligned with this node as a positive contrastive pair and the distance between them is minimized. Based on InfoNCE [21], we propose the Eq. (5) as the loss function for users.

$$L^{u}_{ssl} = \sum_{i=0}^{C_0} \log \frac{\exp(\langle e^k_u, e^k_i \rangle / \tau)}{\sum_{i'=0}^{C_1} \exp(\langle e^k_u, e^k_{i'} \rangle / \tau)}$$

where $e^k_u$ is the normalized output of the GCN layer $k$, $\tau$ is the temperature hyper parameter for softmax. Similarly, we compute $L^{i}_{ssl}$ on the item side and $L^{l}_{ssl}$ on the CKG entity side. The total loss function is a weighted sum of the three loss functions:

$$L_{ssl} = \alpha L^{u}_{ssl} + \beta L^{i}_{ssl} + \gamma L^{l}_{ssl}$$

where $\alpha, \beta, \gamma$ are hyper parameters used to balance the weights.

4.2. Fuzzy interest extraction and user representation enhancement

4.2.1. Fuzzy interest extraction (Internal factors)

We believe that users will be affected by an internal factor when selecting items—fuzzy interest sets, which are common to all users. For a movie-related example, some users like a movie because of actors, some users are interested in a movie because of genres, and some users are fans of directors. Different combinations of these vague interests of actors, genres and directors affect users’ preferences for movies.

Considering that there is a significant set of relations in CKG, we do not consider a single relation in isolation. Because if we don’t consider the interaction and combination of relations, it’s impossible to refine the advanced concept of fuzzy interests. For example, the combination of relations $r_1$ and $r_2$ has an impact on fuzzy interest $f_1$, while relations $r_3$ and $r_4$ make a different contribution to fuzzy interest $f_2$. So we regard a fuzzy interest as a combination of relations and use attention strategies to create it:

$$e_f = \sum_{r \notin R} \pi(r, f) e_r$$

where $e_f$ and $e_r$ are the embedding of fuzzy interest and relation in CKG. $\pi(r, f)$ is the attention score for generating fuzzy interests, which controls the proportion of relation embedding in fuzzy interests. $\pi(r, f)$ is calculated in Eq. (8)
\[ \pi(r, f) = \frac{\exp(w_r)}{\sum_{r' \in r} \exp(w_{r'})} \]  

(8)

where \( w_r \) is the trainable weight of fuzzy interest in specific relations and features. The attention score is not for a specific user, but refined to all users.

Using the above example of a movie recommendation. It can be seen that the semantic differences between the three fuzzy interests of actors, genres, and directors are very obvious. Therefore, we need to maximize the differences between the elements in the fuzzy interest sets and reduce the interdependence, so that it can effectively describe the behavior patterns of users.

We compute the correlation distance minimization loss function [37] to emphasize the differences in fuzzy interests, which are the linear and nonlinear correlation of any two variables:

\[ L_{\text{distance}} = \sum_{f \neq f' \neq f''} \frac{\text{dCoV}(e_f, e_{f'})}{\sqrt{\text{dVar}(e_f) \cdot \text{dVar}(e_{f'})}} \]  

(9)

where \( \text{dCoV}(\cdot) \) is the distance covariance of the two ambiguous interests and \( \text{dVar}(\cdot) \) is the distance variance of each ambiguous interest. Fuzzy interests are independent of each other, giving users better interpretability.

4.2.2. User representation enhancement (External factors)

Inspired by traditional collaborative filtering algorithms, we know that users are influenced by semantic neighbors (similar users and similar items) when selecting items. To capture the semantic features of users and items in collaborative filtering, we learn latent prototypes of users and items to identify semantic neighbors.

Similar users or items tend to fall in neighboring embedding spaces and the prototypes are the center of clusters that represent a group of semantic neighbors. We use K-means clustering algorithm to get the prototypes of users and items. As shown in Fig. 2, user/item nodes need to minimize the difference from prototype in a semantic neighbor set and maximize the difference from other prototypes. Also, based on InfoNCE [41], we propose a contrastive learning loss function between users and their prototypes:

\[ L_{\text{ssl}}^\text{pu} = \sum_{u \in U} -\log \frac{\exp(e_u \cdot p_u/\tau)}{\sum_{p \in P_u} \exp(e_u \cdot p_u/\tau)} \]  

(10)

where \( p_u \) is the prototype of user \( u \). K-means algorithm is used to cluster the embedding of the user set and the users are divided into \( k \) categories. Similarly we get the contrastive learning loss function of the items and its prototype, the complete loss function is the weighted sum of the two:

\[ L_{\text{ssl}}^\text{pu} + L_{\text{ssl}}^\text{pi} + \lambda \| \Theta \|_2^2 \]  

(11)

In this way, consider the influence of similar users with similar items, which further strengthens the user representation through graph convolution operations. It conforms to the actual situation, thereby bringing interpretability to the recommender system.

4.3. Model prediction

After \( k \)-layer propagation, the weighted sum operation is performed on the representations of all layers, as shown in Eq. (12). The definition of Eq. (12) is inspired by LightGCN [13]. Before defining Eq. (13), we calculate the higher-level neighbor embedding of users and items in Eq. (1) and (2). The meaning of Eq. (12) is that after \( k \) layers propagation, we obtain \( k + 1 \) embeddings to describe a user \((e_0^{(0)}, e_1^{(0)})\) and an item \((\tilde{e}_0^{(0)}, \tilde{e}_1^{(0)})\), and then sum and average the embedded values obtained from each layer to form the final representation of the user and item.

\[ e_u = \frac{1}{k+1} \sum_{k=0}^{k} e_k^{(k)} \quad e_i = \frac{1}{k+1} \sum_{k=0}^{k} e_k^{(k)} \]  

(12)

where \( e_0 \) represents the final representation of the item, and we aggregate the fuzzy interest set with the user representation \( e_u \) to generate the final representation of the user:

\[ e_u = \sum_{f \in F} \pi(u, f) e_f \odot e_u + e_u \]  

\[ \pi(u, f) = \frac{\exp(e_f^T e_u)}{\sum_{f \in F} \exp(e_f^T e_u)} \]  

(14)

where \( \pi(u, f) \) is the attention score that differentiates the importance of fuzzy interests, indicating that different fuzzy interests will prompt users to behave differently. In this way, the user’s fuzzy interests set is integrated into the user’s final representation.

Finally, we do an inner product of the user representation and the item representation to predict its matching score:

\[ \hat{y}_{u, i} = e_u^T \tilde{e}_i \]  

(15)

4.4. Loss computing

To optimize the model, we employ a Bayesian personalized ranking BPR loss function. It assumes that observed interactions (indicating more user preferences) should be assigned higher prediction scores than unobserved interactions:

\[ L_{\text{BPR}} = \sum_{(u, i, j) \in O} -\log \sigma(\hat{y}_{u, i} - \hat{y}_{u, j}) \]  

(16)

where \( \sigma(\cdot) \) is the sigmoid function, \( O = \{(u, i, j) \mid (u, i) \in R^+, \ (u, j) \in R^-\} \) represents the training set, \( R^+ \) represents the observed (positive) interactions between user \( u \) and item \( i \), and \( R^- \) is the sampled set of unobserved (negative) interactions.

The final loss function is:

\[ L = L_{\text{BPR}} + L_{\text{ssl}} + L_{\text{distance}} + L_{\text{contrast}} + \lambda \| \Theta \|_2^2 \]  

(17)

where \( \Theta \) is the parameter set and \( \lambda \) is the parameter for L2 regularization.

Fig. 2. Semantic Neighbor Set and Prototype.
5. Experiments

In this section, we use three real datasets from different domains to evaluate the KAUR. We first introduce the three datasets in Section 5.1, and then discuss the experiment settings and results in Section 5.2 and 5.3. Furthermore, we also conduct ablation study and sensitivity analysis in Section 5.4 and 5.5, respectively.

5.1. Datasets

To evaluate the KAUR, we conduct experiments in three different scenarios: movies, books, and music. All three datasets are publicly accessible and vary in size and sparsity. Table 2 presents the statistics of the datasets.

- MovieLens-1M: This is a classic movie recommendation dataset, which contains about 1 million explicit ratings (ranging from 1 to 5) for 3707 movies from 6041 users.
- Amazon-book: It is a frequently used Amazon book dataset, which includes user rating data (ratings) and book metadata (description, category information, price, and brand).
- LFM-1b: This is a music dataset collected from the online Last.FM system, which contains music listening events created by Last.FM users.

5.2. Experiment settings

5.2.1. Baselines

To demonstrate the effectiveness of our proposed model, we compare it with recent state-of-the-art KGs-based recommendation models, including KGAT, KGCN, KGNLNS, RippleNet, CPGK, MKR, and KGIN.

- KGAT [35] is a model that applies GAT to CFKG, which explicitly models higher-order connectivity in KG in an end-to-end manner. In the propagation process, KGAT uses an attention mechanism to distinguish the importance of neighbor nodes and adaptively propagates embeddings from neighbor nodes to update node representations.
- KGCN [34] learns the structural information and semantic information of KGs and uses GCN to collect higher-order neighborhood information from the IKG, which can iteratively integrate neighborhood information to enrich item embeddings.
- KGNLNS [32] applies the GNN architecture to KGs by using user-specific relation scoring functions and aggregating neighborhood information with different weights. This proposed label smoothness constraint provides a strong regularization for learning edge weights in KGs.
- RippleNet [30] is a method similar to memory network propagation, which can automatically propagate user preferences in the KG and explore users’ hierarchical interests in the KG.
- CPGK [1] integrates user behavior and item knowledge into a unified graph structure and recommends reasonable predictions converted into triples, which can build explanations about recommended items by exploring paths in the graph embedding space.
- MKR [33] is a multi-task learning framework that utilizes knowledge graph embedding tasks to assist recommendation tasks. It can automatically learn higher-order interactions of item and entity features and transfer knowledge between tasks.

- KGIN [37] illustrates the connections between users and items by exploring intents, combining intents with knowledge graph relations and considering user-item relations with finer intent granularity and long-term semantics of relational paths under the GNN paradigm.

5.2.2. Evaluation metrics

To evaluate the effectiveness of top-k recommendation and preference ranking, we use the following two widely evaluated metrics: Recall@K and NDCG@K, where K=[10,20,50]. Recall@K describes a measure of the proportion of related items among all items. NDCG@K (also known as Normalized Discounted Cumulative Gain) is a measure of ranking quality that explains the position of hits by assigning higher scores to top-ranked hits. The calculation formulas are:

\[ \text{Recall}@K = \frac{1}{|U|} \sum_{u \in U} \frac{|R(u) \cap \tilde{R}(u)|}{|R(u)|} \]

\[ \text{NDCG}@K = \frac{1}{|U|} \sum_{u \in U} \sum_{i=1}^{K} \frac{\delta(i \in \tilde{R}(u))}{\log_2(i+1)} \]

where \( R(u) \) represents the list of the top-k recommended items, and \( \tilde{R}(u) \) represents the number of items actually accessed by the users. \( \delta( \cdot ) \) is an indicator function, \( \delta(x) = 1 \) if \( x \) is true and 0 otherwise. We randomly select 80% of interactions as training data and 20% of interactions as validation data. The remaining 10% of interactions are used for performance comparisons. We uniformly sample a negative item for each positive example to form the training set.

5.2.3. Parameter settings

To ensure the fairness of the experiments, we adopt the same operation dimension and item embeddings for our KAUR and the other baselines. We use Xavier [11] to initialize the model parameters and Adam to optimize the model. Since RecBole [50] includes some baseline implementations and corresponding parameter configurations, we select a reasonable parameter configuration and compare the original papers in each baseline with the super parameters provided by RecBole. The embeddings of all models are fixed to 64, where the batch size is set to 1024. The learning rate is explored between \([0.0001, 0.0005, 0.001, 0.0015]\). The size of the fuzzy interest set is controlled at 2, 3, 4, 5. The division range of semantic neighbors is in 100, 500, 800, 1000, 1500. The L2 normalization coefficients are set in \([10^{-5}, 10^{-4}, ... , 10^{-1}]\). We explore the effect of depth in the range \([1, 2, 3, 4]\). For the baselines, we use their default hyper-parameter settings except for the embedding dimension. To prevent overfitting, we control the number of steps for training convergence and set it to 50.

5.3. Results

Table 3 compares KAUR with the Top-k recommendations of other baselines. The best results are shown in bold, and the second-best results are underlined. Improv. Indicates the percent
improvement of the best score compared to the second. We can find the following results:

- Overall, our KAUR yielded the best performance on all datasets. In particular, KAUR outperforms the strongest baseline KGNN, and improves by 2.22 %, 5.47 %, and 11.28 % on the Recall@10 indicator. This demonstrates the effectiveness of KAUR, which we attribute to the following two points: (1) The fuzzy interest set is extracted from the CKG, and the influence of similar users (or items) during user interaction is considered. (2) Contrastive learning is adopted, which more effectively captures information from higher-order neighbors and further strengthens node representation. The entire process reinforces the user's representation and is realistic. Additionally, we find that KAUR has a higher boost for music and books than movies, because of Amazon-book and Last.FM are sparser than MovieLens-1M.

- KAUR, KGNN, KGAT, KGNNLS, and KCNN are all models that use GNN (GAT). Among them, KAUR, KGNN, and KGAT are much better than other models that do not use GNN. However, on the MovieLens-1M and Last.FM datasets, the performance of KGNNLS is only better than that of RippleNet and MKR, and KGNN is only better than RippleNet, both of which are inferior to CKG. This is because KGNN and KGNNLS only strengthen the representation of project nodes through the entity nodes of the knowledge graph, ignoring the representation of user nodes and explicit cooperation signals, and do not make full use of the knowledge graph. KAUR, KGNN, and KGAT model users well and all effectively use of the relations set in the knowledge graph.

- As a model without GNN, CFKG outperforms RippleNet and MKR on MovieLens-1M and Last.FM datasets. Similar to KAUR, KGNN, and KGAT, CFKG integrates user behavior and item knowledge into a unified graph structure. And CFKG explores paths in the graph embedding space to construct reasonable explanations for items. To our surprise, RippleNet performs slightly better than KGNN, KGNNLS, CFKG on the Last.FM. The reason for this is likely that the average number of user interactions is much larger than the first two datasets. In this scenario, RippleNet may be more suitable. RippleNet will automatically explore possible paths from the user's historically interacted item set to candidate items, and iteratively expand the user's interests on the knowledge graph.

5.4. Ablation study

KAUR learns to strengthen nodes representation by comparing the information of nodes and neighbor nodes in CKG, and models user fuzzy interest sets and similar users (similar items). To test the effectiveness of contrastive learning, user fuzzy interest sets, and similar users (similar items), we remove the corresponding modules of these three parts from the model structure to test the performance of KAUR. We consider the following KAUR variants for comparison in Table 4.

- w/o F: This variant removes the fuzzy set of interests.
- w/o S: This variant removes similar users (similar items).
- w/o C: This variant removes contrastive learning.

As can be seen in Table 4, all our proposed techniques or modules help to improve the final performance. Taken together, the variables w/o F and w/o C have the worst performance, indicating the importance of fuzzy interest sets and contrastive learning for user representation enhancement and CKG node representation, respectively. The result of variable w/o S shows that it is still nec-
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metric</th>
<th>Without GNN-based methods</th>
<th>With GNN-based methods</th>
<th>Improv.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RippleNet</td>
<td>MKR</td>
<td>CFKG</td>
</tr>
<tr>
<td>MovieLens-1M</td>
<td>Recall@10</td>
<td>0.1138</td>
<td>0.1361</td>
<td>0.1518</td>
</tr>
<tr>
<td></td>
<td>Recall@20</td>
<td>0.1937</td>
<td>0.213</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Recall@50</td>
<td>0.2005</td>
<td>0.2239</td>
<td>0.2473</td>
</tr>
<tr>
<td></td>
<td>Recall@100</td>
<td>0.3414</td>
<td>0.3801</td>
<td>0.399</td>
</tr>
<tr>
<td></td>
<td>Recall@500</td>
<td>0.2397</td>
<td>0.2663</td>
<td>0.2849</td>
</tr>
<tr>
<td>Amazon-book</td>
<td>Recall@10</td>
<td>0.0696</td>
<td>0.0824</td>
<td>0.1156</td>
</tr>
<tr>
<td></td>
<td>Recall@20</td>
<td>0.0427</td>
<td>0.0501</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>Recall@50</td>
<td>0.1187</td>
<td>0.1515</td>
<td>0.1755</td>
</tr>
<tr>
<td></td>
<td>Recall@100</td>
<td>0.0588</td>
<td>0.0735</td>
<td>0.0909</td>
</tr>
<tr>
<td></td>
<td>Recall@500</td>
<td>0.2298</td>
<td>0.2728</td>
<td>0.3138</td>
</tr>
<tr>
<td></td>
<td>Recall@1000</td>
<td>0.0875</td>
<td>0.1036</td>
<td>0.1269</td>
</tr>
<tr>
<td>LFM-1b</td>
<td>Recall@10</td>
<td>0.0907</td>
<td>0.076</td>
<td>0.0829</td>
</tr>
<tr>
<td></td>
<td>Recall@20</td>
<td>0.1895</td>
<td>0.1419</td>
<td>0.1496</td>
</tr>
<tr>
<td></td>
<td>Recall@50</td>
<td>0.1479</td>
<td>0.1233</td>
<td>0.1311</td>
</tr>
<tr>
<td></td>
<td>Recall@100</td>
<td>0.1867</td>
<td>0.1435</td>
<td>0.1496</td>
</tr>
<tr>
<td></td>
<td>Recall@500</td>
<td>0.2628</td>
<td>0.2202</td>
<td>0.233</td>
</tr>
<tr>
<td></td>
<td>Recall@1000</td>
<td>0.2108</td>
<td>0.1662</td>
<td>0.174</td>
</tr>
</tbody>
</table>
ecessary to capture the influence of semantic neighbors (similar nodes) to further enhance the user representation, which is also in line with the actual situation. Although the performance of w/o S is the best of the three variables, it cannot be said that w/o S is less important than w/o F and w/o C. This is because for convenience, our modeling of user semantic neighbors is not fine-grained enough, and the dataset also does not have sufficient connectivity. Taken together, these ablation studies confirm that all three components of KAUR are useful to augment user representations with fuzzy interest levels with semantic neighbors (similar nodes) and improve performance through contrastive learning. The three components complement each other to significantly improve recommendation results.

5.5. Sensitivity analysis

5.5.1. Impact of fuzzy interest set

In order to analyze the effect of the number of fuzzy interest sets, we change the size in the range of [0, 2, 3, 4, 5]. In Fig. 3, the change curves of Recall@20 and NDCG@20 on the three datasets are shown.

We can find from Fig. 3 that changes in the number of fuzzy interest sets affect the model’s performance, which also shows that the modeling of fuzzy interests is effective. When |J| = 3, KAUR performs best on MovieLens-1M and LFM1b. When |J| = 5, KAUR performs best on Amazon-book. On the whole, the higher the number of fuzzy interest sets in some cases, the better model’s performance. But sometimes too much detail (the larger the number) of the fuzzy interest set division means that the elements in this set cannot effectively contain useful information. The two most extreme ways are: (1) When the number of fuzzy interests is 0, it corresponds to w/o F in Section 5.4. Through the ablation experiments, we know that the performance of KAUR is degraded when the fuzzy interest sets do not exist. (2) When the number of fuzzy interests is equal to the number of relations, the fuzzy interest sets correspond to the relations as well and the fuzzy interests are too clear to represent the intentions of all users. To sum up, we need to determine the number of fuzzy interests in an interval while ensuring that they are independent of each other, to improve the performance of the model.

5.5.2. Impact of the semantic neighbors

To study the effect of semantic neighbors (similar users or similar items), we vary the size in the range [0, 100, 500, 800, 1500]. In Fig. 4, the change curves of Recall@20 and NDCG@20 on the three datasets are shown.

We found that setting different k values can significantly affect model performance. When k = 0 the experimental results correspond to w/o S in Section 5.4.1. We found that on Amazon-book and LFM-1b, the role of semantic neighbors is very obvious. One possible reason is that the two datasets are sparse. Similar semantic neighbors can be better divided during the clustering process, and the influence of centroid neighbors can be effectively learned. This also illustrates the importance of semantic neighbors. On the MovieLens1M dataset, sometimes introducing semantic neighbors may also have a negative impact: when k = 100, the results are not very ideal. This is because the MovieLens-1M dataset is not very sparse compared to the other two datasets. When the value of k is small, the semantic neighbor division is too much detailed, which may introduce additional noise when learning the influence of centroid neighbors. We also find in Fig. 4 that the performance of KAUR degrades for large values of k for all datasets. This is because as the value of k increases, the division of semantic neighbors will be very rough, and the influence of learning semantic neighbors becomes ineffective. This situation is also in line with real life. For example, users with similar hobbies tend to be a small number of people, not the vast majority. Therefore, the choice of the k value should be determined according to the situation, in order to enhance the user representation further and improve the system performance.

5.5.3. Impact of the layer

We vary the number of propagation layers of KAUR in the range \{1, 2, 3, 4\} to study the effect of different layers. The performance comparisons on movie, book and music datasets are shown in Table 5.
We can find from Table 5 that when Layer = 2, all three datasets achieve the best performance. This shows that increasing the appropriate number of layers can improve performance. We attribute this to higher-order neighbor information among users, items, and entities, which can enhance modeling. As the number of layer increases, the model performance decreases sequentially because more stacking used only to introduce more noise. According to different scenarios, we need to reasonably control the number of propagation layer to maximize the use of neighbor information.

5.5.4. Impact of loss weight

From Eq. (6), (11), and (17), there are four parameters of the loss functions, which are $a$, $b$, $c$, and $k$. In order to measure the impact of various parameters on the model performance, we conducted experiments on the MovieLens-1 M dataset. According to experience, we vary $a$, $b$, $c$, and $k$ in $\{10^{-8}, 10^{-7}, 10^{-6}, 10^{-4}, 10^{-2}, 1\}$. To study the influence of a single parameter, we must control the other three parameters unchanged. For example, we set the value of parameter $b$ and $c$ to $10^{-7}$, the value of parameter $k$ to $10^{-4}$, and observe the change of model performance by varying $a$. The sensitivities of these hyper-parameters are shown in Fig. 5.

From Fig. 5, we can find that when other parameters are determined, the change of $a$ will affect the performance of the model. But this effect is less than that caused by the change of $b$ and $c$. Because KAUR is designed to enhance user modeling, while $a$ describes the weight of a subtask loss function under user enhancement, varying the value of $a$ will not have a huge impact on the performance of the entire model. However, $b$ and $c$ are the weights of loss functions in item modeling and CKG modeling, respectively. When the values of $b$ and $c$ are increased, that is, too much attention is paid to the task of item modeling and CKG modeling, the model performance will be greatly reduced. $k$ is the parameter for $L_2$ regularization. Compared with the other three parameters, it is not so important, but too large will also affect the performance of the model. To sum up, we need to choose appropriate values for parameters to ensure the best performance.

5.5.5. Other GNN Backbones

Since we use the LightGCN-based architecture for message aggregation and propagation on the CKG, i.e., the operations on the CKG are model-independent, we will further test its performance with other GNN-based architectures. The results are shown in Fig. 6. From the figure, we can observe that using LightGCN-based architecture consistently achieves the best performance on the three datasets, which further validates the effectiveness of our proposed method. In addition, the performance drops sequentially on NGCF and SpectralCF architectures. This is because SpectralCF performs eigen-decomposition on the adjacency matrix of bipartite graphs to discover connections between users and items. It is not suitable for operating on CKGs and eigendecomposition will lead to high computational complexity, which unsuitable for large-scale recommendation scenarios. NGCF explicitly encodes

<table>
<thead>
<tr>
<th>Layer</th>
<th>MovieLens-1M</th>
<th>Amazon-book</th>
<th>LFM-1b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall@20</td>
<td>NDCG@20</td>
<td>Recall@20</td>
</tr>
<tr>
<td>Layer = 1</td>
<td>0.2657</td>
<td>0.2731</td>
<td>0.2334</td>
</tr>
<tr>
<td>Layer = 2</td>
<td>0.2660</td>
<td>0.2768</td>
<td>0.2401</td>
</tr>
<tr>
<td>Layer = 3</td>
<td>0.2489</td>
<td>0.2535</td>
<td>0.2325</td>
</tr>
<tr>
<td>Layer = 4</td>
<td>0.2277</td>
<td>0.2388</td>
<td>0.2227</td>
</tr>
</tbody>
</table>

Fig. 5. Performance comparison w.r.t different $a$, $b$, $c$ and $k$.
cooperative signals in the form of higher-order connectivity through embedding propagation. However, when designing NGCF, two components are used: feature transformation and nonlinear activation, which are experimentally proved to increase the training difficulty and reduce the recommendation performance. Compared to the first two GNN architectures, LightGCN is lighter and more efficient. It only contains the neighborhood aggregation component, which is suitable for message dissemination and aggregation in CKGs.

6. Conclusion and future work

In this work, we propose a novel Knowledge Augmented User Representation Model, KAUR. This model emphasizes the importance of users in the recommendation task, and introduces the idea of contrastive learning into CKGs. Our idea comes from the fact that in the past behavior of users interacting with items, we found that users will initially have a general preference, and users will be affected by similar users and similar items when selecting items. Therefore, we strengthen the users representation from two aspects: internal and external factors: (1) Fuzzy interest extraction. The users’ intrinsic preference is modeled using the relation set in the CKG, which is common to all users. (2) User-enhanced representation. We use a clustering algorithm to find out the centroids of similar user sets and similar item sets, and compare them with user nodes or item nodes to capture potential impacts.

Currently, our user modeling is static. The influence of users' internal and external factors changes dynamically over time. In future work, we hope to introduce time series information into the process of user modeling, explore the behavior habits of users at different time stages, and reveal the changing laws of users’ fuzzy interests and external influences. In addition, to explore of semantic neighbors (similar nodes), we hope to introduce the user social network and item relationship network to capture the influence of semantic neighbors in a more fine-grained way.
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