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Abstract
Extracting entities and relations from unstructured text is an essential task in the field of information extraction. Existing 
work mainly pipeline extraction and joint decoding methods. However, these methods are unable to extract overlapping 
entities and relations, and ignore the task correlation between entity and relation extraction. In this paper, we first introduce 
the BERT pre-training model to model the text more finely. Then, we decompose the extraction into relation extraction and 
entity recognition. Relation extraction is transformed into a relation classification task. Entity recognition is transformed 
into a sequence labeling task. The recognition entity includes a head entity and a tail entity. We evaluate the model on the 
New York Times (NYT) and WebNLG datasets. Compared with most existing models, excellent results have been obtained. 
Experimental results show that our model can fully capture the semantic interdependence between the two tasks of entity 
and relation extraction, reduce the interference of unrelated entity pairs, and effectively solve the problem of entity overlap.
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1  Introduction

As an essential part of information extraction, triple extrac-
tion acquires structured knowledge in the form of (head 
entity, relation, tail entity) from a set of unstructured texts, 
which is also called joint entity and relation extraction. This 
is one of the critical tasks for building a knowledge graph, 
and an essential foundation for other related natural language 
processing(NLP) tasks, such as machine translation, text 
summarization, recommendation systems, etc.

Early extraction methods mostly used pipeline-based 
methods [1, 2] for entity and relation extraction. Such meth-
ods regard the extraction task as two independent subtasks 
called named entity recognition [3] and relation classifica-
tion [4]. First, all the entities in the sentence are identified, 
and then paired and classified. These methods are flexible 

and simplify the processing flow, but have some disadvan-
tages. The first is the accumulation of errors. The entity 
identified in the named entity recognition task cannot always 
be guaranteed to be the correct one. The relation extraction 
based on the wrong entity obtained in the previous task will 
lead to incorrect transmission and accumulation. Errors in 
entity recognition will affect the performance of the next 
step of relation extraction. The second is entity redundancy. 
Since the extracted entity pairs are recognized first, and then 
the relation is classified. The redundant information brought 
by candidate entities without relation will increase the error 
rate and computational complexity. Finally, there is a lack of 
interaction. The pipeline-based methods ignore the internal 
connection and dependency between entity recognition and 
relation extraction tasks.

To solve the shortcomings of the pipeline extraction 
method, joint extraction methods that simultaneously extract 
entities and relations are proposed. The initial joint extrac-
tion methods are mostly feature-based models [5–8]. These 
models require a complicated preprocessing process and rely 
on feature extraction tools, which is not only complicated, 
but also easy to introduce errors. In order to reduce the 
manual process of feature engineering, neural networks are 
used for end-to-end joint extraction of entities and relations.
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According to different modeling objects in the end-to-
end joint extraction method, the joint extraction method 
is divided into a joint decoding method and a parameter 
sharing method. The joint decoding method adopts a new 
labeling strategy to uniformly label entities and relations. It 
converts the original joint learning model including entity 
recognition and relation classification into a sequence labe-
ling problem [9]. Zheng et al. [10] proposed a novel marking 
scheme, which transforms the joint extraction of entities and 
relations into a marking task, and introduces the principle 
of nearest matching to extract multiple triples contained in 
a sentence. The parameter sharing method performs joint 
learning by sharing the encoding layer parameters of the 
joint model so as to realize the mutual dependence between 
entity recognition and relation extraction tasks. In [11–13], 
Tree-LSTM for relation classification and Bi-LSTM for 
entity recognition were used. They used parameter sharing 
to jointly extract entities and relations. Katiyar et al. [14] 
proposed a pointer network that extracted relations while 
identifying entities, instead of using dependency trees. The 
end-to-end joint extraction method uses the interactive infor-
mation between entities and relations to recognize entities 
and classify relations between entity pairs, which solves the 
problems caused by the pipeline method.

The traditional joint entity and relation extraction scheme 
only considers the case of extracting a triple in a sentence. 
But in fact, the sentences we extract often contain multiple 
triples, and these triples may also have overlap entities and 
relations. Zeng et al. [15] divided the triples in the text into 
the following three categories based on the overlapping con-
tent, namely Normal, SingleEntityOverlap (SEO) and Enti-
tyPairOverlap (EPO). As shown in Fig. 1, Normal means 
that all triples in a sentence have no overlapping entities. 
SEO means there are overlapping entities, but no overlap-
ping entity pairs. EPO means there are overlapping entity 
pairs.

To solve all the above problems, a new end-to-end neural 
network model based on relation decomposition is designed 

in this paper. The model we proposed is a multi-task joint 
learning model based on parameter sharing. The entity and 
relation extraction loss can be optimized jointly by sharing 
the parameters of the encoding layer and using a cost func-
tion, which strengthens the information interaction between 
entities and relations. Compared with the traditional pipe-
line-based method, this can alleviate the problem of error 
accumulation to a certain extent. Our goal is to extract all 
triples, including those with overlapping entities. We inte-
grate relation features into sentences to generate vector 
representations of each sentence in different relations, and 
then perform sequence labeling to extract its corresponding 
head and tail entities. Our model mainly consists of the fol-
lowing parts. First, the sentence features are coded through 
the encoding layer. Then according to the sentence vector 
representation obtained by the encoding layer, the relation-
ship between the sentences is classified, and the relation 
contained in the sentence is obtained. At last, a relation is 
randomly selected and its features are merged into sentence 
features. The head and tail pointers are used to mark the 
sequence under the specified relation, and the correspond-
ing head and tail entities are obtained. In summary, the main 
contributions of this paper are as follows: 

1.	 We propose an end-to-end neural network model to 
accomplish the joint extraction of entities and relations 
by transforming the triple extraction problem into multi-
ple sequence label problems. Multiple triples can there-
fore be extracted efficiently.

2.	 Our model is a joint extraction scheme of entities 
and relations based on relation decomposition. In our 
method, vector representations of sentences are con-
structed under different relations, and relational decom-
position strategies are used to extract triples under dif-
ferent relations. The problem of triple overlap can be 
solved effectively.

3.	 The model uses a BERT encoder based on the trans-
former structure and adds an attention layer to better 

Fig. 1   Examples of Normal, 
EntityPairOverlap (EPO) and 
SingleEntityOverlap (SEO)
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encode sentences to improve performance. We conduct 
experiments on two widely used public datasets. Experi-
mental results show that our model has reached better 
performance and F1 score exceeds 90%.

2 � Related work

With the rise of knowledge graphs in the field of NLP, 
entity-relation extraction, as the most important step in 
building a knowledge base, has become a research hotspot. 
At present, entity-relation extraction frameworks based on 
supervised learning are mainly divided into the following 
two types: pipeline extraction methods and joint extraction 
methods. The pipeline-based method divides entity-relation 
extraction into two steps: named entity recognition and rela-
tion extraction. The pipeline-based method uses two com-
pletely independent encoders to construct the input of the 
relational model according to the entity recognition model 
[16]. As a fundamental component of information extraction 
tasks, named entity recognition plays a very important role 
in other natural language tasks. Early named entity recogni-
tion tasks were mainly feature-based methods [17]. With 
the rise of deep learning, methods based on the BiLSTM-
CRF [18] model became the mainstream model. The rela-
tion classification is to classify entity pairs into specific rela-
tion categories on the premise that entities in the sentence 
are known. Similar to named entity recognition, with the 
exception of feature-based methods [2], the mainstream is 
still neural network-based methods. In [19–21], CNN was 
used to classify relations. Then, Zhou et al. [22] introduced 
an attention layer based on the BiLSTM model to better 
encode sentences and improve the performance of relation 
classification. Zhang et al. [23] propose an attention-based 
model to extract the multi-aspect semantic information for 
the Chinese medical relation extraction by multi-hop atten-
tion mechanism. The pipeline method refines the entity rela-
tion extraction task, making the entire task process clearer, 
but it also causes some problems. It mainly includes: error 
accumulation, entity redundancy and missing interaction.

The joint extraction method [24] used a single model to 
simultaneously extract entities and relations. Based on the 
joint learning method, these two subtasks are projected into 
a structured prediction framework, or multi-task learning is 
performed through a shared encoding layer. It overcomes 
the shortcomings of the pipeline method, but also faces 
new challenges. The early joint extraction methods were 
mainly feature-based. However, due to the complexity of 
entity-relations extraction tasks, feature engineering is not an 
easy task, and the efficiency is low. Researchers turned their 
attention to the end-to-end joint extraction method based on 
neural networks, which can be divided into two categories: 
joint decoding and parameter sharing. Based on the joint 

decoding method, the entity and relation extraction are trans-
formed into a sequence labeling task, and the interaction 
between the entity model and the relation model is enhanced 
through an overall label. Zheng et al. [10] proposed a novel 
labeling scheme, which converts the extraction of the rela-
tion between the sequence labeling task and the classifica-
tion task into a labeling problem. They identify multiple tri-
ples contained in the sentence by decoding the labels. Based 
on the work of [10], Zhou et al. [24] introduced pre-trained 
entity features and attention mechanisms into the model to 
improve the performance of model recognition. Meng et al. 
[25] proposed to use a new method to obtain character fea-
tures and integrate features into model training. To solve the 
problem of overlapping triples, Luo et al. [26] improved the 
marking scheme and defined rule constraints for decoding.

The parameter sharing method realizes joint extraction by 
sharing input features or internal hidden layer states. During 
training, the loss of named entity recognition and the loss of 
relation extraction are added together for optimization. Miwa 
et al. [11] first proposed the application of neural networks 
to the end-to-end entity-relations joint extraction model. The 
model is mainly composed of two parts: word sequence and 
tree structure, sharing the parameters of entity recognition 
and relation extraction. Subsequently, Katiyar et al. [14] did 
not use the dependency tree structure. They proposed a joint 
extraction method based on the pointer network structure, 
which extracts relations while identifying entities. In [27, 
28], a multi-head selection mechanism was used to extract 
multiple triples in a sentence.

The above methods all encounter challenges in solving 
the problem of extracting overlapping triples. Zeng et al. 
[15] was the first to use a neural network model based on 
the copy mechanism of the sequence to sequence learning 
framework to extract overlapping triples. It extracts tri-
ples in three steps, sequentially extracting relations, head 
entities, and tail entities.Their method only considers the 
triples composed of a single token dimension entity, and it 
is unable to solve the problem of multi-dimensional token 
entity triples extraction. Subsequently, they applied rein-
forcement learning to the sequence-to-sequence model to 
improve the recognition effect of overlapping triples [29]. 
Dai et al. [30] proposed a position attention mechanism 
for the problems of overlapping triples and difficulty in 
modeling long-distance relations. They generate differ-
ent position-aware sentence representations according to 
the query position, which can be used to decode different 
tag sequences and extract overlapping triples. The model 
needs to encode a sentence n times, n is the sentence 
length, so the time complexity of decoding is O(n2 ). For 
our model, the number of relations contained in a sen-
tence is generally less than the number of entities, which 
can effectively reduce the computational time complexity. 
In addition, Zeng’s method [15] has two main problems. 
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One is that the model is difficult to predict multi-token 
entities, and the other is that the model is very weak in 
distinguishing between head and tail entities, which lead 
to the problem of inaccurate entity extraction. To solve 
these two problems, Zeng et al. [31] proposed a multi-
task learning framework equipped with copy mechanism. 
It better extracts the relational triples in the sentence. Yu 
et al. [32] decomposed triple extraction into two steps: 
head entity extraction and tail entity and relation extrac-
tion. The model first recognizes the head entity in the sen-
tence. Then, the vector corresponding to the head entity 
and the sentence vector are spliced. At last, the tail entity 
under the corresponding relation of the head entity is 
recognized. Since the tail entity is labeled according to 
the type label of the relation, it is impossible to identify 
triples with overlapping relations. The other two related 
works are [33, 34]. Liu et al. [33] proposed an attention-
based joint model and designed a supervised multi-head 
self-attention mechanism as a relation detection module to 
learn the token-level correlation of each relation type. Wei 
et al. [34] proposed a new framework to extract triples. It 
models the relation between the subject and the object in 
the sentence to solve the overlap problem. Ye et al. [35] 
proposed a novel model, contrastive triple extraction with 
a generative transformer. Their model introduced a single 
shared transformer module for an encoder-decoder-based 
generation. The model we proposed first extracts the rela-
tion in the sentence, and extracts the head entity and the 
tail entity according to different relations. The number of 
relations contained in a sentence is generally less than 
the number of entities, which can effectively reduce the 
computational time complexity. In addition, our model can 
effectively solve the three overlapping problems in entity 
relation extraction.

3 � Proposed method

In this section, we first introduce the tagging scheme of the 
model. The tagging content is divided into relation tag and 
entity tag. Subsequently, we describe the joint extraction 
model based on relation decomposition in detail.

3.1 � Tag scheme

We propose an entity tagging scheme based on relation 
decomposition, using BIO tag annotations, which can reduce 
the time complexity of decoding. As shown in Fig. 2, our 
tagging scheme is mainly composed of relation extraction 
and relation-based entity recognition. The relation extrac-
tion module mainly contains a classifier. The relation-
based entity recognition module mainly contains two clas-
sifiers, which are used to mark the head and tail entities. 
For a sentence with multiple triplets, we generate separate 
tag sequences according to different relations. In the tag 
sequence of a certain relation, only its corresponding head 
and tail entities are annotated, while the rest of words are 
assigned with label O. However, the extracted entities are 
only the boundaries of the entities, and there is no informa-
tion about the types of entities. Given a sentence, if the sen-
tence contains k relation categories, 2k+1 tagged sequences 
are generated.

3.2 � Joint extraction model

The joint entity and relation extraction model consists of 
three modules: encoder, relation extraction and entity rec-
ognition, as shown in Fig. 3. Our model decomposes the 
extraction of triples into two subtasks: relation extraction 

Fig. 2   Tag scheme based on 
relational decomposition
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and entity recognition. By sharing the encoding layer, during 
training, both subtasks will update the shared parameters of 
the encoding layer through the backward propagation algo-
rithm to achieve two subtasks. The interdependence between 
tasks finally finds the best parameters of the global task. 
The input text is first generated by an encoder to generate a 
Word-based text vector representation. Then, the obtained 
Word-based text vector representation is pooled to reduce 
the dimensionality, thereby obtaining the Sentence-based 
text vector representation. The attention mechanism is intro-
duced in the process of sentence vector generation to capture 
the importance of different words in sentence classification. 
We combine these two parts to get a new Sentence-based 
text vector representation, so as to perform multi-relation 
classification. Finally, the specific relation vector and the 

Word-based text vector representation are combined to iden-
tify the entities under the specific relation.

The specific method is based on the encoding vector 
of relation as the condition, and the Conditional Layer 
Normalization (CLN) [36] is applied to the encoding 
sequence. In Transformer models, such as BERT, the 
main Normalization method is LayerNormalization. 
Therefore, we can turn the corresponding � and � into 
a function of input conditions to control the generation 
behavior of the Transformer model. This is the clue idea 
of Conditional Layer Normalization. For the pre-trained 
model, there are ready-made, unconditional � and � , and 
they are all vectors of fixed length. We can transform 
the input conditions to the same dimensions as � and � 
through two different transformation matrices, and then 

Fig. 3   The overall structure of 
the joint extraction model based 
on relation decomposition. The 
figure shows the steps of entity 
recognition based on different 
relations
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add the two transformation results to � and � respec-
tively. In our model, the relational encoding vector and 
sentence attention encoding vector are respectively used 
as conditions, and a conditional LayerNormalization is 
performed on the encoding sequence. This scheme has a 
better expressive ability.

As shown in Fig. 3, the BERT pre-training model is 
first used to encode the text. BERT [37] is a language rep-
resentation model based on the structure of transformer 
[38]. There are three inputs in BERT layer, namely: token 
embedding, segment embedding, and position embedding. 
In order to meet the input conditions of BERT, each input 
word is processed by the ‘Wordpiece’ operation before 
entering the BERT layer. The ‘Wordpiece’ operation 
inserts ’[unused1]’ as a separator between words, and 
embedding [CLS] and [SEP] at the beginning and end 
of the sentence. The purpose of using ‘Wordpiece’ is to 
divide words into smaller units, compress the size of the 
vocabulary, and better handle unknown words. Therefore, 
it reduces the size of the vocabulary list, thereby speed-
ing up the training, and generating higher quality word 
embedding. Based on our marking method, the introduc-
tion of “[unused1]” to separate vocabulary is to avoid the 
overlap of entity head tags and tail tags composed of a 
single word. BERT’s special vocabulary retains some spe-
cial marks, such as “[unused1]” and so on. These tags are 
not trained and initialized randomly, and will not affect 
the result of sentence embedding. The preprocessed token 
is converted into a fixed-dimensional vector in the token 
embedding. It should be noted that entities and ordinary 
words together constitute a vector representation of a sen-
tence, without special tags. The label of the entity is only 
used for the calculation of the loss function and is not 
contained in training.

Given the initial input sequence W = [w1,w2, ...,wm] , 
the new sequence X = [x1, x2, ..., xn] is obtained by using 
‘Wordpiece’ operation.

Then, the pre-trained BERT model is finetuned to encode 
context information to generate sentence sequence embed-
dings H = [h1, h2, ..., hn].

where ht ∈ ℝ
d� and d� represents the dimension of the hid-

den state of BERT. We use H = [h1, h2, ..., hn] to represent 
sentence features based on the context level of the word. It 
should be noted that the words after ‘Wordpiece’ operation 
are decomposed into multiple tokens, and the phrases are 
recombined into the original words in the final encoding.

(1)xt = Wordpiece
(

wi

)

t ∈ [1, n], i ∈ [1,m]

(2)ht = BERT
(

xt
)

t ∈ [1, n]

3.2.1 � Relation extraction

To extract relations from sentences, the overall fea-
ture representation of the sentence is obtained based 
on the word-based sentence features. Here we use the 
GlobalAveragePooling(GAP) [39] method to reduce 
the dimension of the word-based sentence feature 
H = [h1, h2, ..., hn] to obtain the overall feature representa-
tion of the sentence Sh , that is, the dimension changes from 
[batchSize, seqLen, d�] to [batchSize, d�] . Attention neu-
ral networks have achieved success in many tasks such as 
machine translation, speech recognition to image recogni-
tion. The importance of each word in a sentence is differ-
ent. By introducing an attention mechanism [40], relations 
can be classified better. The sentence vector representation 
Sa , which is incorporated into the attention mechanism, is 
formed by the weighted sum of these word-based sentence 
feature vectors H = [h1, h2, ..., hn] . Finally, Sh and Sa are con-
ditionally merged to obtain the final sentence feature vector 
representation S. The specific calculation method is shown 
in the following formulas:

where H ∈ ℝ
d�×n , Sh , Sa , S ∈ ℝ

dS , d� represents the dimen-
sion of the BERT hidden state, dS represents the dimension 
of the sentence vector feature, and � is the training param-
eter vector, �T is transposed. The dimensions of � , � are 
d� , d�.

After obtaining the final vector feature representation of 
the sentence, we can classify its relation. The specific for-
mula is as follows:

where W1 ∈ ℝ
dk×d� , b1 ∈ ℝ

dk , k represents the total number 
of relation categories, and � represents the sigmoid activa-
tion function. This function returns a value in the range of 
0 to 1, which can be used as a threshold for us to judge 
whether the specified relation exists. According to the 
formula, we can get all the relation types contained in the 
sentence. Then, the vector representation of the specified 
relation is transformed based on the previously initialized 
relation embedding and the current relation category.

(3)Sh = GAP (H)

(4)M = tanh(H)

(5)� = softmax
(

�TM
)

(6)Sa = H�T

(7)S = concat
[

Sh, Sa
]

(8)vj = �
(

W1S + b1
)
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Our model first recognizes the relation in the sentence. 
If there is a relation in the sentence, it will perform entity 
recognition based on the specific relation. For sentences that 
have no relation, the sentence does not contain valid triples, 
so entity recognition will not be performed. In the training 
set, all sentences contain relations, but the number of rela-
tions they contain is not limited.

3.2.2 � Entity recognition

Entity recognition is performed as a sequence labeling task. 
As a pre-trained network model, BERT has a very powerful 
fitting ability. In the process of decoding and operation, the 
marking scheme based on the head and tail pointer is more 
concise than the traditional CRF marking method, which can 
greatly reduce the time and space overhead. There have been 
many papers, such as [32, 34], using pointer network-based 
structures to annotate and decode entities. Considering a 
sentence often contains multiple relations and the triples 
are different in each relation, the entity recognition process 
is decomposed according to different relations. Since the 
number of triples under each relation is greatly reduced and 
the overlap is also reduced, our method can solve the prob-
lem of triple overlap. Through the previous relation classi-
fication module, we obtain the relation category contained 
in the sentence. Therefore, we first embed the relation to 
generate the vector representation of all the relation catego-
ries Rel = [Rel1,Rel2, ...,Relk] . A relation label is generated 
based on the relation contained in the sentence, that is, its 
vector representation (0, 1). The relation vector is input into 
the embedding layer to obtain the word embedding repre-
sentation of the relation. Then, the corresponding relation 
vector is obtained based on the identified relation category. 
Next, the sentence and a specific relation vector represen-
tation are combined to generate a relation-based sentence 
vector representation. At last, performing entity recognition 
under a specific relation. It should be noted that during the 
training process, we randomly extract a relation in the sen-
tence and combine it with the sentence each time. In the 
process of prediction, sentences are copied according to the 
number of relations in the sentence, and each sentence is 
combined with different relations. The purpose of randomly 
extracting relations is to better simplify the training pro-
cess. Each sentence contains multiple relations, and there 
may be multiple triples under the same relation. For each 
sentence, one of the relations is randomly selected as the 
training set for each training. By increasing the number of 
training rounds, all the relations will be added to the training 
set. All relation embeddings are initialized parameters ran-
domly, and then the relation extraction is performed accord-
ing to the sentence vector we constructed. According to the 
extracted relation and the previous relation embedding, the 

vector representation of the specific relation is obtained. The 
specific formulas is described as follows:

where Whead , Whead ∈ ℝ
d�×k , bhead , btail ∈ ℝ

dk , k represents 
the number of categories of the relation, Relj represents the 
relation vector representation combined with the current 
sentence, and tagNum represents the number of tag catego-
ries, including three types of 0, 1, and 2. P(yhead

i
) and P(ytail

i
) 

respectively represent the probability that the i-th character 
is predicted to be the head entity and tail entity label under 
the condition of the relation Relj.

Since our model contains two parts: relation extraction 
and entity recognition, the training loss of the model also 
consists of two parts, namely relation classification loss 
function and entity recognition loss function. The entity 
recognition loss part includes the head entity loss and the 
tail entity loss. The training loss of the model L model (to be 
minimized) is defined as the sum of the relation label of the 
predicted distribution and the negative log probability of the 
entity, as shown below:

3.3 � Decoder

In reasoning, to adapt to the task of multi-object extraction, 
a multi-span decoding algorithm is proposed to combine 
relation decomposition and rules, as shown in Algorithm 1. 
Relation extraction and entity recognition are two stages 
in the algorithm. According to the specific analysis of the 
dataset, the following rules are defined: 1. Head and tail 
entities in the same triplet cannot contain each other. 2. The 

(9)h
j

i
= CLN

(

hi, Relj
)

i ∈ [1, n], j ∈ [1, k]

(10)oi = CLN
(

h
j

i
, Sa

)

(11)P
(

y head
i

)

= Softmax
(

W head
⋅ oi + b head

)

(12)P
(

y tail
i

)

= Softmax
(

W tail
⋅ oi + b tail

)

(13)head
(

xi
)

= argmax
tagNum

P
(

yhead
i

)

tagNum = 3

(14)tail
(

xi
)

= argmax
tagNum

P
(

ytail
i

)

tagNum = 3

(15)

L model = −
1

n

n
∑

i=1

logP
(

vj = v̂j
)

+ logP
(

y head
i

= ŷ head
i

)

+ logP
(

y tail
i

= ŷ tail
i

)
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length of the head and tail entities is limited, which cannot 
be empty or exceed 5.

In the relation classification stage, the sentence vector 
representation is obtained based on the input S, and the rela-
tions are identified therein (Line 2). When all the relations 
are obtained, a new sentence representation is generated 
based on each different relation and the entities are identi-
fied in the sentence (Line 11). At last, match according to 
the number of head and tail entities to obtain triples (Line 
13, 17, 20).

In the decoding stage, for a particular relation, if there are 
different head entities and tail entities, below is our combi-
nation plan. First, there is only one head entity and one tail 
entity, the combination and relation between the two entities 
directly form a triple. Then, if there is one head entity and 
multiple tail entities or one tail entity and multiple head 
entities, the principle of one-to-many is combined. Finally, if 
there are multiple head entities and multiple tail entities, we 
will match them according to the closest matching principle, 
and each entity is matched only once. For the example sen-
tence “Trump was born in New York and Obama in Hawaii”. 
This sentence contains two triples, they are (Trump, born 
in, New York) and (Obama, born in, Hawaii). According 
to the model we proposed, based on the relation “born in”, 
the head entity “Trump, Obama” and the tail entity “New 
York, Hawaii” can be identified. In the decoding process of 
our model, this is the third case, that is, multiple head enti-
ties and tail entities. They are combined in pairs according 
to the principle of closest distance matching. The distance 
from Trump to New York is 3, the distance from Trump to 
Hawaii is 8, the distance from Obama to New York is 2, and 
the distance from Obama to Hawaii is 1. Finally, two sets of 
triples can be extracted, namely (Trump, born in, New York) 
and (Obama, born in, Hawaii).

4 � Experiments

In this section, we first describe the datasets used in the 
experiment, then explain the design process of the experi-
ment in detail, and finally analyze the experimental results.

4.1 � Datasets

Our model was evaluated on two widely used public data-
sets, namely: NYT[41] and WebNLG [42]. NYT is a large-
scale dataset constructed based on the ‘New York Times’ 
news corpus using a distant supervision method. This 
method automatically aligns the knowledge base and text to 
generate large-scale training data. The NYT dataset contains 
a total of 66,194 sentences and 24 types of relation catego-
ries. Among them, 56195 sentences are used as the train-
ing set, 4999 sentences are used as the verification set, and 

the remaining 5000 sentences are used as the test set. The 
data of WebNLG is derived from articles in Wikipedia. The 
standard datasets are constructed according to the manual 
annotation by the annotator. It contains a total of 6222 sen-
tences and 246 types of relation categories. The statistics of 
these two datasets are shown in Table 1.

In addition to statistics on the overall distribution of 
the datasets, we also divide the two datasets into three 
categories based on the overlap of the triples, namely: 
Normal, SEO, EPO. This is to show how our model can 
be used to deal the problem of overlapping triples. If none 
of the triples in a sentence has overlapping entities, the 
sentence belongs to the Normal class. If the entity pairs 

Table 1   Statistics of the 
datasets

Dataset NYT WebNLG

Training set 56195 5019
Test set 5000 500
Dev set 4999 703
Relations 24 246
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of two triples are the same but the relation is different, the 
sentence will be added to the EPO category. If some triples 
of a sentence have overlapping entities, but these triples 
do not have overlapping entity pairs, then the sentence 
belongs to the SEO category. It should be noted that a sen-
tence in the EPO category may contain multiple Normal 
and SEO triples. The specific classification of the data is 
shown in Table 2.

4.2 � Environment settings

Our experiment runs on the Windows 10 operating system, 
uses the Keras 2.24 framework, and uses Python for model 
building and training. For BERT, We used a pre-trained 
BERT model and set it according to the configuration file 
provided by [38]. It has a 12-layer Transformer structure 
and 110M parameters. The sentence embedding dimension 
is 768. The relation embedding dimension is 200. We use 
the Adam optimizer to train the model. The batch size is 
8. The dropout rate is 0.5. The initial learning rate is set to 
1e−5. The learning rate attenuation is 0.96n.

Precision, recall, and F1 score are used to evaluate our 
model. In the process of triple evaluation, only when the 
head entity, tail entity, and relation are exactly the same as 
the gold standard annotations, the extracted triple is cor-
rect. When the development set achieves the best results, 
the corresponding results on the test set are recorded.

4.3 � Experimental results

4.3.1 � Performance comparison

On two publicly available datasets, the performance of our 
model is compared with the following models:

•	 NovelTagging (2017) [10]: This model proposes an 
entity relation extraction method based on joint decoding

•	  CopyRe (2018) [15]: This model proposed a sequence 
labeling method for entity copy mechanism, which pre-
dicts whether each label in the original sentence will be 
copied (1 or 0), which can solve the problem of triple 
overlap. We present the experimental results using Multi-
Decoder.

•	 GraphRel(2019) [43]: This model constructs a complete 
word graph for each sentence and uses GCN to predict 
the relation between all word pairs.

•	 DpModule(2020) [44]: This model proposes an end-to-
end model with a dual pointer module that can extract the 
entire entity and relation together.

•	 WDec (2020) [45]: This model designed a new represen-
tation scheme and used the seq2seq model to generate 
triples with the entire boundary.

•	 HBT(2020) [32]: This model uses a segmentation extrac-
tion and decoding method to solve the extraction of over-
lapping triples, which can effectively solve the problem 
of triple SPO.

•	 CASREL (2020) [34]: This model proposes a new frame-
work to extract triples. It models the relation between the 
subject and the function of the object in the sentence, 
thereby naturally solving the overlap problem.

The experimental results are shown in Table 3. Accord-
ing to the data in the table, our model always obtains 
better performance in the two datasets. Compared with 
the earlier joint extraction method using NovelTagging, 
the F1 score of our model on the NYT and WebNLG 
datasets increased 48.7% and 63.5%, respectively. We 

Table 2   Overlapping triple data statistics

Category NYT WebNLG

Train Test Train Test

Normal 37013 3266 1596 182
SEO 14735 1297 3406 318
EPO 9782 978 227 16
All 56195 5000 703 500

Table 3   Results of models 
compared on NYT and 
WebNLG

Bold highlights the superiority of the indicator

Model NYT WebNLG

Precision Recall F1 Precision Recall F1

NovelTagging 62.4 31.7 42.0 52.5 19.3 28.3
CopyRe 61.0 56.6 58.7 37.7 36.4 37.1
GraphRel 63.9 60.0 61.9 44.7 41.1 42.9
DpModule 72.8 69.0 70.9 38.7 37.5 38.1
HBT 85.5 71.7 78.0 84.3 82.0 83.1
WDec 88.1 76.1 81.7 84.8 64.9 73.5
CASREL 89.7 89.5 89.6 93.4 90.1 91.8
Ours(LSTM) 84.4 73.4 78.5 89.3 80.5 84.7
Ours 91.5 90.0 90.7 91.4 92.2 91.8
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analyze the reasons for the large experimental gap. First 
of all, our model uses the BERT encoder based on the 
transformer structure. Compared with the traditional fea-
ture extractor based on a recurrent neural network, our 
model captures more text semantic information and gets 
a better representation of the text. Since NovelTagging 
is glove-based model, comparisons based on LSTM have 
also been added. LSTM is used as the network structure 
for feature extraction, using glove embedding instead of 
BERT encoder in the embedding layer. The experimental 
results still show that our model has better performance. 
However, the comparison of the LSTM part of the experi-
ments can reveal a poor effect boost on NYT. LSTM has a 
limited ability to extract sentence features. In the dataset 
NYT, there are a large number of triple entities in the 
training set. After a relation is extracted by the model, 
some unrelated entities are identified based on the rela-
tion. These entities generate a lot of entities based on the 
recent matching principle. Secondly, the NovelTagging 
model uses a joint decoding scheme to extract overlap-
ping triples of sentences, and the nearest matching prin-
ciple in the decoding process is used. However, since the 
entity in the sentence has only one label, this solution is 
unable to solve the problem of overlapping entities in the 
sentence. According to our statistics on the two public 
datasets, they both contain a large number of overlapping 
triples. Finally, our proposed model extracts correspond-
ing entities based on different relations, which solves the 
SEO and EPO problems well, and therefore obtains a 
higher F1 score.

The relatively new joint extraction methods are HBT, 
WDec and CasREL. Compared with HBT and WDec, 
the F1 value of our model on the two datasets increased 
by 12.7%, 9.0%, 8.7%, 18.3%, respectively. Both HBT 
and WDec have low recall rates. Due to the segmented 
labeling structure, HBT cannot extract EPO type triples. 
WDec uses the seq2seq model to generate triples and 
removes repeated triples and fragment triples through 
post-processing. Therefore, WDec achieves high precision 
on both datasets, but the recall is relatively low. CASREL, 
like our model, also uses a BERT encoder based on the 
transformer structure. This model expresses the relation 
as a mapping function between the subject and the object 
in the sentence, thereby solving the problem of overlap-
ping triples. Our model extracts triples based on relation 
decomposition. When there are a large number of rela-
tions in a sentence, the model needs to learn more features 
to correctly classify the relations. When the number of 
triples in a sentence increases, the number of relations 
also increases. Therefore CASREL performs better on 
more triples.

4.3.2 � Ablation study

To prove the effectiveness of the proposed entity and rela-
tion detection module, we conduct the ablation study. As 
shown in the below Table 4, the introduction of the attention 
mechanism can better encode sentences, thereby improving 
the effect of relation and entity recognition. in addition, the 
connection method of CLN is better than ordinary concen-
tration, which can integrate more sentence information and 
have more good presentation skills.

4.3.3 � Analysis of different sentence types

To verify the performance of our model on the problem 
of overlapping triples, we conducted further experiments 
on the NYT dataset. According to the experimental results 
disclosed by each model, we have selected the following 
three models as the baseline model for comparison, namely: 
CopyRe, GraphRel and CASREL. Figures 4 and 5 show the 
experimental results of each model on Normal, SPO and 
EPO. Our model achieved better experimental results in 
dealing with overlapping problems, which is much better 
than CopyRe and GraphRel. According to the experimental 
results, CASREL is better than our model in some tests. 
But from the overall F1 value, our model is still slightly 
better than CASREL. The reason why GraphRel achieves 
poor results is that it predicts the relation of all word pairs. 
The relational classifier is overwhelmed by redundant 
candidates, resulting in the problem of entity pair redun-
dancy CopyRe uses a seq2seq model to decode overlapping 

Table 4   An ablation study of model on the NYT dataset

Model Precision Recall F1

Base model 91.5 90.0 90.7
-Attention 90.6 89.3 89.9
-CLN 89.7 88.1 88.9

Fig. 4   Comparison of different sentence types according to the 
degree of overlap(NYT)
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relations. However, it can only decode the first word entity 
of multiple words, while our model can detect the complete 
word sequence. 

According to the size of the number of triples contained 
in the sentence, we divide the dataset into 5 categories. Each 
category contains sentences with 1, 2, 3, 4, 5, or more than 
5 triples. We experimented with the above three models on 
different types of datasets. As shown in Figs. 6 and 7, our 
model has achieved better experimental results in most cases 
of the two datasets. However, when the model processes 
sentence larger than 5 triples, the performance dropped 

significantly. Through analysis, we found the following two 
reasons First of all, as the number of triples in a sentence 
increases, the overlap problem becomes more complicated. 
There may be overlaps between each triple. Secondly, sen-
tences with more than 5 triples in the datasets only occupy 
a small part of the overall dataset. Therefore, the model is 
difficult to fully learn. 

In addition to reporting on the “silver” quality test data, 
we also add a manual gold standard evaluation to evaluate 
the true quality of the model. The same NYT dataset as 
Ren et al. [7] were used to test the model and name it NYT-
multi. The training corpus consists of 1.18 million sentences, 
which are taken from about 294k 1987–2007 “New York 
Times” news articles. The author of [46] manually annotated 
395 sentences to build test data. After processing, the NYT-
multi dataset contains 56,336 training sets, 5000 validation 
sets and 395 test sets. The experimental results are shown 
in the Table 5.

4.3.4 � Error analysis

In order to explore the factors that affect the triples extrac-
tion by the model, we show the predicted F1 scores of dif-
ferent elements in the triples in Table 6. E1 represents the 
head entity, E2 represents the tail entity, and R represents 
the relation. In the experiment, if the start and end positions 
of the entity are correctly predicted, the entity is considered 
correct. When E1 and E2 are correct, (E1, E2) is correct. 
(E1, R) and (R, E2) respectively represent the prediction 
of the combination of the head entity and the tail entity and 
the relation. Only when the two entities and the relation cor-
responding to a triplet are correct, the triplet is considered 
to be correct.

Fig. 5   Comparison of different sentence types according to the 
degree of overlap(WebNLG)

Fig. 6   Comparison of different sentence types according to the 
degree of overlap(NYT)

Fig. 7   Comparison of different sentence types according to the 
degree of overlap(WebNLG)

Table 5   Results on NYT-multi dataset

Model Precision Recall F1

CoType 42.3 51.1 46.3
CASREL 39.6 65.6 49.4
Ours 41.7 61.4 49.7

Table 6   Results on relational 
triple elements

Bold highlights the superiority 
of the indicator

Elements NYT WebNLG

E1 94.8 97.6
E2 94.9 95.9
R 95.5 95.3
(E1, R) 93.0 93.3
(R, E2) 92.8 93.8
(E1, E2) 91.3 93.4
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It can be seen from Table 5 that for NYT, the recognition 
precision of the head entity and the tail entity recognition 
is higher, but when two entities are recognized as match-
ing, the F1 score drops. The recognition results on E1 and 
E2 are consistent with the results on (E1, R) and (R, E2), 
which proves the effectiveness of our proposed model in 
recognizing head and tail entities. In addition, there is only a 
small gap between the F1 score of (E1, E2) and (E1, R, E2), 
but the gap between (E1, R, E2) and (E1, R) and (R, E2) is 
large. It means that relation extraction is easier than recog-
nizing the entities in the triples. Compared with NYT, the F1 
score of the head and tail entities in the WebNLG dataset are 
higher. This is mainly because the head and tail entities in 
the WebNLG dataset are mostly composed of a vocabulary, 
and the entity boundaries are easier to determine. The F1 
score of its R is lower than that of NYT, mainly because the 
number of relations contained in the two datasets is different.

5 � Conclusions

In this paper, we propose an end-to-end sequence labeling 
framework based on the joint extraction of entities and rela-
tions based on relation decomposition. Experimental results 
show that our model can extract multiple triples from sen-
tences at the same time, and effectively solve the problem of 
overlapping triples. We conducted a large number of experi-
ments on two publicly used datasets to verify the effective-
ness of the proposed model. The experimental results show 
that our model is definitely better than the latest baseline in 
different situations, especially when extracting overlapping 
relational triples. In future work, we hope to propose a better 
extraction scheme for a larger number of relations and triples 
in sentences. In addition, we hope to make progress in other 
information extraction tasks, such as event extraction.
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